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Abstract. Inflation is one of the most important macroeconomic indicators that have a great impact on
the population of any country and region. Inflation is influenced by a range of factors, including inflation
expectations. Many central banks take this factor into consideration while implementing monetary policy
within the inflation targeting regime. Nowadays, a lot of people are active users of the Internet, especially
social networks. It is hypothesised that people search, read, and discuss mainly only those issues that are
of particular interest to them. It is logical to assume that the dynamics of prices may also be in the focus of
users’ discussions. So, such discussions could be regarded as an alternative source of more rapid informa-
tion about inflation expectations. This study is based on unstructured data from VKontakte social network
used to analyse upward and downward inflationary trends (on the example of the Omsk region). The sam-
ple of more than 8.5 million posts was collected between January 2010 and May 2022. The authors used
BERT neural networks to solve the problem. These models demonstrated better results than the bench-
marks (e.g., logistic regression, decision tree classifier, etc.). It makes possible to define pro-inflationary and
disinflationary types of keywords in different contexts and get their visualisation with SHAP method. This
analysis provides additional operational information about inflationary processes at the regional level The
proposed approach can be scaled for other regions. At the same time, the limitation of the work is the time
and power costs for the initial training of similar models for all regions of Russia.
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AHanus permoHanbHOU MHPNALUKN C UCNONBb30BAHUEM AAHHbIX
couManbHbIX ceTen

AHHOTauma. MHONSUMS KaK OOMH U3 BaXKHEMLLMX MAaKPOIKOHOMMUYECKMX NOKa3aTenei okasbiBaeT 60/b-
LOe B/IMSHME HA HaceNleHWe BCeX CTpaH M pernoHoB. Ha camy nH@naumio BauseT psn GakTtopos, B TOM
yncne UHPNSILMOHHbIE OXMaaHMS. MHOTME LeHTpanbHble 6AaHKM YYMUTbIBAOT 3TOT (hakTop NpU peanusaumnm
LEHEXHO-KPEeAUTHOM NOSIMTUKKN B peXXMME UHDNALMOHHOIO TapreTupoBaHus. B HacToswee BpemMst MHOrme
NoaM 9BASIOTCS aKTUBHBIMM MOMIb30BATENSIMU MHTEPHETA, 0COOEHHO COLManbHbIX ceTel. MNpennonaraeTcs,
YTO NOAM WLLYT, YNTAOT M 06CYKAAKT B OCHOBHOM TO/IbKO T€ TEMbI, KOTOPblE MPeacTaBAsOT ANs HUX OCO-
6bli1 MHTEpPEC. JIOrMYHO NPeLnoIOXKMUTb, YTO AMHAMMKA LLEH TaKKe MOXKET ObITb B POKyce 06CyKAEeHWI Nonb-
30BaTenen. Takme 0b6Cy>KAeHNS MOXXHO pacCMaTpuBaTb KaK aibTEPHATMBHbINA MCTOYHUK OMEPAaTUBHOM WMH-
dhopMaumumn 06 MHOAALUMOHHBIX OXMAAHMSAX. B LaHHOM cTaTbe aHaNM3UPYOTC HECTPYKTYPUPOBAHHbIE AaH-
Hble U3 coumanbHoli ceTu BKoHTakTe Ang MccnenoBaHUsi BOCXOAAWMX M HUCXOASLLMX TPEHAOB MHONSLMM
(Ha npumepe Omckon obnactu). Beibopka 13 6onee yem 8,5 MunanoHoB nocTos Gbiia cobpaHa 3a nepmos
¢ aHBaps 2010 no man 2022 rr. ins pelweHuns 3agaum Obi1a MCNonb3oBaHa HerMpoHHas ceTb BERT, koTo-
pas NnokKasana fyywme pes3ynbTaTbl N0 CPAaBHEHWMIO C BeHUMapKaMM (TaKMMK KaK NOrMCTUYECKas perpeccus,
knaccudukaTop fepesa peweHui u T.4.). [pumeHerne BERT-mopenv no3sonmno onpegenvTts NponHdns-
LMOHHbIE M Ae3MH(NSLMOHHbIE TUMbl KHYEBbIX C/I0B B pa3HbiX KOHTEKCTax; Mmetod SHAP no3sonun Bu3sya-
JIM3MPOBATb NOMYYEHHblE pe3ynbTathbl. [lofAo6HbIM aHanM3 AaeT A4O0NONHUTENbHYO ONepaTUBHYO MHMOpMa-
LMo 06 MHPNSLMOHHBIX MPOLECccax Ha perMoHanbHOM ypoBHe. [peanoXeHHbIM NoAXonA MOXET ObITb Mac-
WwTabupoBaH Ans Apyrux permoHoB. [pyn 3ToM orpaHnyeHrem paboTbl SBNSIOTCS BpPEMEHHbBIE U SHEpreTuYe-
CKMEe 3aTpaTbl HA NepBOHaYaNbHOE 0OyYeHMEe aHaNOrMYHbIX MoAeNen Ans BCeX PerMoHoB Poccuu.

KntoueBble cnoBa: MHbASLMS, perMoHanbHble MHPASLMOHHbIE OXMAAHUS, MawnHHOe obyyeHue, BERT, counansHble ceTu, fe-
HEeXHO-KpeauTHas NoauT1Ka, HEMPOHHAs CeTb

BnaropapHoctb: Cmames gbinonHeHa 8 pamkax lpozpammel yHOaGmMeHmManeHeix uccnedosaruii HAY BLL3.

[nsa umtnpoBanusa: LLiepbakos, B.C., Kapnos, N.A. (2024). AHanu3 permoHanbHOM MHDASLMM C UCMOb30BAHMEM AAHHbIX CO-
LManbHbIX ceTer. SkoHomuka peauora, 20(3), 930-946. https://doi.org/10.17059/ekon.reg.2024-3-21

1 1
Introduction Nowadays, many central banks all over the

Information is a key element of the decision-
making process in any field. In the economic
sphere (especially at the macroeconomic level),
the availability of timely and relevant information
is of particular importance. Its status is especially
important during crises and turbulence.

Almost all statistical data underlying
macroeconomic decisions is published
asynchronously and with certain lags. In economic
theory and practice, this phenomenon has become
widespread as a “jagged or ragged edge” (Giannone
et al., 2008). This significantly complicates the
decision-making on the implementation of public
policy in the operational mode.

! The views expressed herein are solely those of the authors. The
content and results of this research should not be considered
or referred to in any publications as the Bank of Russia’s
official position, official policy, or decisions. Any errors in this
document are the responsibility of the authors.

world, including the Bank of Russia, implement
monetary policy within the inflation targeting
regime. In this case, monetary regulators set
public quantitative inflation targets and pursue
policy based on a range of other principles.
For instance, the Bank of Russia makes its
monetary policy decisions with the help of the
macroeconomic forecast and analysis of a wide
range of data?.

As is known, inflation is influenced by a huge
number of factors, one of which is inflation
expectations (Frisch, 1990). It is seen as a special
factor measuring economic agents’ assumptions
regarding future inflation3. There is a large corpus

2 Monetary policy. Bank of Russia. Retrieved from: https://cbr.
ru/statistics/ddkp/objective_and_principles/ (Date of access:
12.12.2022).

5 Monetary policy. Bank of Russia. Retrieved from: http://www.
cbr.ru/eng/dkp/about_inflation/ (Date of access: 12.12.2022).
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of accumulated research in the field of perception
of inflation expectations and price changes in
general, both in the world and in Russian practice
(Ranyard et al., 2008; De Bruine et al., 2011;
Coibion et al., 2018; Gurov, 2022). For instance, it
is shown that despite the information rigidities,
there is a strong relationship between inflation
and inflation expectations (Larsen et al., 2021).

So, on the one hand, when implementing its
monetary policy, the Bank of Russia takes into
account and incorporates inflation expectations
in its models and logics. On the other hand, it
manages inflation expectations through the
explanation of its decisions and future intents to
economic agents®.

Inflation expectations of households in Russia
are measured based on InFOM survey findings
on a monthly basis? It should be noticed that
the survey-based approach is generally accepted
worldwide (for instance, Armantier et al., 2015;
Schembri, 2020).

Despite the range of crucial advantages of
this approach, it has a number of features which
should be taken into account. So, “inflation
expectations measured based on household
surveys almost always exceed actual inflation
rates both in Russia and abroad. This difference
is ascribed to the peculiarities of perception:
people tend to notice and actively respond to
price growth, whereas declining or stable prices
usually attract less attention. Accordingly, people
estimate inflation guided primarily by the product
prices that have increased most significantly.
Despite this systematic bias in the absolute
values of inflation expectations, their change and
relative level compared to the historical range are
essential indicators showing possible changes in
households’ economic behaviour. These changes
in turn influence future steady inflation”3.
Besides, the collection and processing of survey
results takes some time and becomes available,
as a rule, only on a monthly basis. In this regard,
several areas can be identified for development in
the field of assessment and analysis of inflation
expectations, and their relationship with inflation.

Firstly, today more and more machine learning
and deep learning methods are being adapted for use

! Basically, changes of the key rate as the main instrument of
the Bank of Russia’s monetary policy.

2 Monetary policy. Bank of Russia. Retrieved from: http:/
www.cbr.ru/eng/analytics/dkp/inflation_expectations/#highlig
ht=inflation% 7Cexpectations (Date of access: 12.12.2022).

5 Inflation expectations and consumer behavior. No. 3(75).
March 2023. Bank of Russia. Retrieved from: http://www.
cbr.ru/Collection/Collection/File/43865/Infl_exp_23-03_e.pdf
(Date of access: 25.03.2023).
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in the economic sphere, including for the purposes of
analysis and forecasting of inflation (Chakraborty &
Joseph, 2017; Baybuza, 2018; Pavlov, 2020; Peirano
et al., 2021; Mamedli & Shibitov, 2021; Semiturkin
& Shevelev, 2022). Also, there are some papers aimed
at inflation expectations and public opinion analysis
at whole with the help of these methods (Petkevic,
2018; Hu, 2019).

Secondly, the issue of finding alternative
data sources, the use of which provides rapid
information and gives new knowledge about the
object under study, remains topical. For example,
there is research that focuses on how consumers
react to information provided by the media in
concern to their inflation expectation formation.
In this case, the amount of news matters as much
as the tone of news reports. At the same time,
due to the noise level of data, agents experience
significant extraction problems (Lamla & Lein,
2014). In this case, different unstructured
information (textual data form social networks,
news, etc.) and search queries from Google,
Yandex and other engines are applied for
forecasting and nowcasting economic indicators,
including inflation expectations (Goloshchapova
& Andreev, 2017; Shcherbakov etal., 2022;
Petrova, 2022).

Today, the majority of people are users of
the Internet. In turn, social networks are the
significant space for such discussions. There is a
hypothesis that people search and discuss on the
Internet without coercion those issues that are of
particular interest to them. This hypothesis stays
true for social networks as well.

It is logical to assume that the dynamics of
prices of consumer goods and services may also
be in the focus of users’ discussions. In this case,
their search and discussion activities connected
with the focus theme can be regarded as a
proxy for inflation expectations. In other words,
the study of posts published online in social
networks can serve as additional information
for the analysis of regional inflation processes.
In this case, it becomes extremely important to
filter a large amount of information and identify
pro-inflationary and disinflationary keywords,
statistics on which can be used for nowcasting
inflation, obtaining leading indicators. So, the
approach proposed in this paper is aimed at
solving the problem with the help of machine
learning methods

If we are talking about such unstructured data
as textual data from different social networks, it is
quite reasonable to name two studies: the paper by
Aromi and Llada (2020) and the work by Angelico
et al. (2022).

www.economyofregions.org
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In fact, both works use data from Twitter
as a proxy indicator for measuring inflation
expectations. In the first mentioned paper the
authors build an indicator of attention to inflation
based on the corpus of Argentine tweets. The main
idea is to compute the relative frequency of the
noun “inflation” and the adjective “inflationary”
in tweets. Then they use this indicator as one
of the explanatory variables for inflation along
with inflation rates for the previous periods and
exchange rates. At the end, the application of this
indicator has improved the predictive power of
their model for inflation (Aromi & Llada, 2020)

In this regard, the methods used in the second
work are more advanced. Angelico and colleagues
worked with the corpus of Italian tweets. In order
to filter the data and to lower the noise, they
applied a three-steps procedure, including a topic
analysis with the help of the method of Latent
Dirichlet Allocation (LDA) and dictionary-based
approach. As a result, the authors built directional
Twitter-based inflation expectations indicators
which provide additional information about
inflation processes in Italy (Angelico et al., 2022).

In our point of view, the only soft point of
the last paper is that at the very beginning the
authors expertly determined the list of keywords
which may be related to inflation (for example,
oil prices or rents). Then they applied such a filter
to all tweets. In other words, they predetermined
the core of proxy indicators by themselves. With
a high probability, there can be other meaningful
words, which were not included in their list. We
would like to overcome this issue in this paper.

In Russian reality, Twitter is not the most
widespread social network, especially in today’s
conditions. Thus, in contrast to the above studies,
the data from such social network as Vkontakte
(or VK for short) is used in this paper. According
to Similarweb 1 service, VK takes the 21st position
as one of the most visited websites in the world
and the 4th position in Russia. So, this is the most
popular social network in Russia.

We are going to focus on unstructured data
from VK for the analysis of inflation in the Russian
Federation, to be more precise — in the Omsk
region. There are several reasons why the Omsk
region was chosen as the research base. Firstly, the
main emphasis was placed on testing the proposed
methodology, which, in case of positive results,
could be scaled relatively easily for other regions.
A significant part of the study was devoted to data
collection, data processing and the construction

! Similarweb. Retrieved from: https://www.similarweb.com/ru/
top-websites/ (Date of access: 25.11.2022).

of appropriate models. The application of the
considered approach to all regions at once without
prior testing could lead to an irrational use of time
resources and the need to use significantly more
computing power. Secondly, there are more than
1.8 million VK accounts in the Omsk region. In
this case, the Omsk region can be considered as
a representative region for Russia. According to
official statistics, the share of the population using
the Internet in Russia in 2021 was 90.1 %, in the
Omsk region — 90 % 2. Thirdly, one of the authors
of this work permanently resides in the Omsk
region and can verify the obtained data and results
from the inside in terms of their qualitative values.

It should be noted that some authors have
already collected data (texts of news posts,
comments on them and some other relevant
information) in VK and analysed it with the help
of econometric and machine learning methods.
But unlike the methodology reflected in this work,
they do it on the basis of a limited number of news
communities (for example, RBC, RIA Novosti,
Vesti and etc. — not more than 15 communities)
and for the Russian Federation as a whole, not for
the regional level. In addition, we have not found
in these works the use of neural networks to assess
inflation expectations based on social media data
(Petrova, 2022; Shulyak, 2022).

In our study, we want to use unstructured
data generated by VK posts to analyse upward
and downward inflationary trends. In fact, we
will deal with the problem of text classification:
determination of the pro-inflationary or
disinflationary nature of users’ statements. To
solve this problem, we will focus on using such
state-of-art machine learning models as BERT-
based models. It should be emphasised that the
peculiarity of the study is the fact that we conduct
such an analysis not on country, but on regional
data (on the example of the Omsk region).

So, in order to achieve this goal, firstly we
will describe the stages of data collection and
preprocessing. Then we will do an overview of the
benchmark machine learning algorithms used in
this study and a more detailed theoretical analysis
of BERT-based models. At the end, we will share
the main results of the work and discuss future
steps in this area of interest.

Data collection and preparation

There are two main types of data for analysis
purposes: so-called structured and unstructured

2 The region of Russia. Socio-economic indicators. Federal
State Statistics Service. Retrieved from: https://rosstat.gov.ru/
storage/mediabank/Region_Pokaz 2022.pdf (Date of access:
25.03.2023).
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data. Usually, structured data consists of well-
defined information in tabular form or in the form
of organised databases. Meanwhile, unstructured
data is a collection of files or media with different
formats. Due to their nature, they are not grouped
or classified. We can say that unstructured data is
raw information that needs to be further processed.
At the same time, such information may contain
hidden data that are useful for explaining the
observed processes.

As it was mentioned in the introduction, our
main hypothesis is that VK users read and discuss
topics that are important to them, including
changes in prices for various goods and services.
So, the intensification of such publications and
discussions could be regarded as a proxy for
inflation expectations. To be more precise, we
used textual posts from focused VK groups as a
foundation for unstructured data.

At the very beginning, we will present the
general logic (see Figure 1), which we follow to
collect the necessary data, and then provide more
detailed information step by step.

At the first step, it was found out that there
are users from 324514 cities all over the world
registered in VK and each city has an individual
identifier. The Omsk region identifier is 104.

In the case of Omsk, we got 1839190 users with
such identifier. In other words, we found such an
amount of VK users with Omsk roots. It should be

noted that, according to official statistics, 1879
548 residents currently live in the Omsk region. It
is reasonable to assume that not all of them have
VK accounts. Thus, there may be fake accounts and
users who have more accounts than were collected
by our code.

Also, it should be mentioned that it is
possible that users registered in the Omsk
region actually live in another region. Therefore,
at the next step, we move on to the verification
of Omsk groups, which could reflect what is
happening in the region. In our opinion, with
this approach, users who do not live in the
region, but are interested in the events taking
place in it (for example, through users’ activities
— comments, discussions, and reactions), can be
fully used for analysis. We took these points into
consideration.

We collected all VK groups they belong to. It
turned out that there are 4226497 such groups.
For analytical purposes, these groups were sorted
in descending order of the number of Omsk
residents in them.

In reality this approach has a very important
meaning. There could be some groups which are
registered as Omsk groups, but they might include
a lot of users from other regions and/or bots, fake
users. So, in this case, posts that we are going to
collect from filtered groups would not be relevant
for our purpose.

Step 1. Gather
users by cities ID

Step 0.

ENTIRE_VK
DATABASE

Step 3. Application
of empirical filtering
criteria

Moscow (ID 1
Saint-Petersb

Omsk (ID 104)

(D1
urg (ID 2)

Step 2. Collect Omsk
users’ groups

List of groups by the
number of Omsk
users in them

Determination
of relative

Total group size
criteria

representation

Threshold value for
relative

representation

I_Ste;l. CTIIec;os; |

| from filtered groups

Fig. 1. General logic of data collection for the research (Source: prepared by the authors)
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1e6 OMSK GROUPS BY RELATIVE REPRESENTATION (standard scale)
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Fig. 2. VK groups of Omsk origin by relative representation (standard scale) (Source: prepared by the authors)

Next, it was necessary to find the total number
of users from the groups which we had already
collected. Due to the settings of some groups, the
total number of users for them was not found.
Also, some groups were deleted. Thus, this fact
can be considered as an additional filter for data
collection.

At this step (Step 3. Application of empirical
filtering criteria) we have introduced an
additional hyperparameter in order to filter out
our groups. This hyperparameter is responsible
for the minimum number of users in the group.
Empirically we chose it equal to 2 000 users. By
changing this hyperparameter in the range from
1 500 to 2 500, we did not observe a significant
change in the groups (within 11 %), so the
average value of the examined range was chosen.
In this case we can say that the indicator passed
some kind of robustness test. On the one hand,
information from many small groups do not bring
any additional knowledge and can be considered as
a kind of noise. On the other hand, using only large
groups can lead to a potential underestimation
of important information and data bias. It was
necessary to find some trade-off.

After applying this hyperparameter the total
number of probably Omsk groups decreased from
4226497 to 2229812. We computed a relative
representation of Omsk users in such groups and

sorted them in descending order. In other words,
we have calculated what percentage of users
registered in the Omsk region are in these filtered
groups. So, the logic is straightforward: the
greater the proportion of Omsk users in groups,
the more likely that topics (including regional
inflation, price changes) are being discussed in
them connected with processes occurring in the
Omsk region.

This step brought us an interesting result. The
highest relative representation of Omsk users
was found in such groups as “Dachnik Omsk”1 —
56,82 %. But we still had a lot of groups (more than
2.2 million), and they could have a lot of information
noise. We decided to visualise these groups by
relative representation value. At the beginning, we
built a standard scale chart (see Figure 2).

Visually, there is a bias in groups with a small
percentage of Omsk residents. In other words, we
do not observe any visible values on the right side of
the tail. In such a way it is impossible to determine
the threshold value for relative representation.
Because of this, we have plotted the same data on a
logarithmic scale (see Figure 3).

This plot provided more sufficient visualisation.
We still see a shift on the left side of the group

! VK community. Retrieved from: https://vk.com/

public148267576 (Date of access: 01.07.2022).
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OMSK GROUPS BY RELATIVE REPRESENTATION (logarithmic scale)

= = =
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N

10

et
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Relative representation value

Fig. 3. VK groups of Omsk origin by relative representation (logarithmic scale) (Source: prepared by the authors)

distribution, but now we can determine the
threshold value. Based on the analysis, we chose
20 % as the minimum relative value for the filtered
groups. We have highlighted this area with dotted
lines (see Figure 3). In this case, the distribution of
groups is shown in Figure 4.

So, the target sample (where the number of
groups with Omsk users is more than 20 % of the
total number of group members) included 1161
groups. We focused on them and collected the
information that was posted there in the period
from January 2010 to May 2022. As a result, we got
the target data frame with 8 518428 posts.

At the last stage, these data were labelled
based on the dynamics of inflation in the Omsk
region. Inflation data at the regional level, in
contrast to the country level, is available only in
monthly dimensions. The Federal State Statistics
Service publishes weekly inflation data only for
the Russian Federation as a whole. This fact is a
significant limitation within the framework of the
study.

As was mentioned before, we use unstructured
data generated by VK posts to analyse upward and
downward inflationary trends. So, our attention is
focused on determination of the pro-inflationary
or disinflationary nature of users’ statements.
Therefore, we labelled the inflation data based

Ekonomika Regiona [Economy of Regions], 20(3), 2024

on an upward or downward trend of inflation.
Hereinafter it allows us to transfer the problem to
the field of binary classification.

After that we wused such function as
argrelextrema from scipy library for Python in
order to calculate the relative extrema of our
data (minimas and maximas). It was noticed that
there were a lot of close extremes because of data
specifics (volatility). Therefore, it was decided
to eliminate some of them in neighbourhoods
(smoothing for 3-month period). As a result of
additional analysis, we got 9 breaking points.

So, the list of extremes is the following: {5:
‘June 2010’, 16: ‘May 2011°, 26: ‘Mar. 2012’, 40:
‘May 2013’, 48: ‘Jan. 2014°, 62: ‘Mar. 2015’, 101:
‘June 2018, 113: ‘June 2019°, 126: ‘July 2020’}

Based on these findings, we labelled our dataset
in two classes: “1” — increase in inflation and “0”
— decrease in inflation. It should be emphasised
that 43.6 % of the data were marked as the 1st
class representations and 56.4 % as the 2nd class
representations.

Methodology

The main focus of this study will be on
the application of the BERT-based model
(Bidirectional Encoder Representations from
Transformers) for our classification task. This

www.economyofregions.org
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GROUPS WITH MORE THAN 20% OF OMSK RESIDENTS
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Fig. 4. Groups with more than 20 % Omsk residents’ distribution (Source: prepared by the authors)
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Fig. 5. Final relative extremes in inflation dynamics in the Omsk region from January 2010 to May 2022 (Source: prepared by the
author based on https.//www.fedstat.ru/indicator/31074 (Date of access: 26.08.2022))

model was first proposed by Jacob Devlin, Ming- Since then, this approach has gained wide
Wei Chang, Kenton Lee, and Kristina Toutanova. popularity and has been used to solve a variety of
The result of their study was published in 2019 tasks, including classification ones. By now, the
(Devlin et al., 2019). Historically this model was BERT family of models is the most used worldwide.
applied for multilingual translation purposes by So, according to the specialised portal Hugging
Google. Face, the most downloaded model of all existing
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is “bert-base-uncased”. It has been applied more
than 47 million times'.

It should be noted that despite the fact that
there are numerous variations of models based
on BERT, the fundamental idea remains the same.
Therefore, in this part of the paper, we want to
highlight the theoretical foundations of this
approach, as well as describe a number of machine
learning models that can be used for similar tasks.
In this work, they will be applied as a benchmark
for comparing the metrics of the BERT model.

It was emphasised before that we are going to
solve binary classification problem in this study.
The following indicators will be used as metrics for
comparing models: precision, recall and f1-score.
The formulas for calculating these indicators? are
shown below:

P

recision= ————. 1
b TP + FP W
recall = L 2)
TP + FN
f1—score = 2- precision-recall
precision +recall
P
3)

~TP+0.5-(FP+FN)

Each of these metrics has its own limitations,
so they are usually used in a complex. For instance,
recall demonstrates the ability of the algorithm to
detectaclassin general,and precision demonstrates
the ability to distinguish this class from other
classes. In turn, the fl-score indicator acts as an
aggregated indicator for precision and recall. As a
result, more emphasis will be placed on f1-score.

2.1. BERT-based models

The issue of solving problems of natural language
processing has an evolutionary nature. At various
times, a lot of approaches have been provided for this
purpose. For instance, so-called feed-forward neural
network (Bengio et al., 2003), various variations of
recurrent neural network (RNN) (Mikolov et al.,
2010), and convolutional neural network (CNN)
(Bradbury et al., 2016) have been used and continue
to be used for these purposes.

Nowadays, the BERT-based models have got
the status of state-of-art models. It is based on the

! Hugging Face. Retrieved from: https://huggingface.co/
models?sort=downloads (Date of access: 01.04.2023).

2 Here and further following the classical logic of confusion
matrix we have such notations: TP — true positive, TN — true
negative, FP — false positive, FN — false negative.
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idea of the Transformer (Vaswani et al., 2017). It
is known that recurrent neural networks (RNN)
process input data sequentially, convolutional
neural networks (CNN) process them in parallel
but have access to only a few nearest words (set
by the convolution size). In turn, the Transformer
has access to all the words in the sequence and
processes them in parallel (Kuratov, 2020) due to
its architecture.

The Transformer architecture consists of
repeating fully connected layers and attention
mechanisms forming the Transformer layers. In turn
they make up the encoder and decoder sequences
only due to the mechanism of attention, without
recurrence and convolutions (Vaswani et al., 2017;
Kuratov, 2020). The reduced dimension meant that
the total computational cost was similar to that
of single-head attention with full dimensionality.
The proposed approach has made a significant
contribution to the development of the studied
direction. The language models based on the
Transformer demonstrated relatively better quality
(for example, Liu et al., 2019; Lan et al., 2020).

BERT is not the only one model which uses
the Transformer idea. For instance, there are such
models as GPT and ELMo. But bidirectionality
distinguishes the BERT model from them. In
GPT, only the left context is used to build token
representations. There are representations from
two independent recurrent networks in ELMo:
one processes the sequence from left to right,
the second from right to left. So, it also has
bidirectionality, but the views from each direction
are independent (Kuratov, 2020). Also, unlike
the previous models, BERT is the unsupervised
language representation, pre-trained using only a
plain text corpus (in this case, Wikipedia) (Devlin
& Chang, 2018).

In this study we are going to use the BERT-
based model in text classification task. The
scientific interest is to determine whether the
use of the BERT-based model will allow to extract
new knowledge from an array of unstructured
data, to be more precise — could we get an
additional information about pro-inflationary
and disinflationary keywords in different contexts
not expertly but based on big data analysis?
Special attention should be paid to the fact that
such a model will be used to classify upward and
downward inflation trends at the regional level
(on the example of the Omsk region)

Large-scale pre-trained models, including
BERT, have become a milestone in the field of
artificial intelligence. They can effectively capture
knowledge from massive labelled and unlabelled
data. It is noticed that “by storing knowledge into
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huge parameters and fine-tuning on specific tasks,
the rich knowledge implicitly encoded in huge
parameters can benefit a variety of downstream
tasks, which has been extensively demonstrated
via experimental verification and empirical
analysis” (Han et al., 2021).

Pre-trained models became useful after the
introduction of transfer learning approaches
(Thrun & Pratt, 1998). Transfer learning allows
researchers to use the experience gained in solving
one problem to solve another, similar problem.
So, the neural network is first trained on a large
amount of data (pre-training), then on the target
set (fine-tuning). In other words, this step allowed
us to resolve new problems with relatively small
samples of data. If we are talking about the initial
BERT model, there were 2 types of pre-trained
models in 2 variants (cased and uncased)'.

Nowadays a much larger number of models
have been trained and made publicly available.
There are some pre-trained BERT models for other
languages. Therefore, we work with Russian-
speaking unstructured data in this study, it is
important for us to deal with such models. In this
case we should mentioned RUBERT?2,

This model was built based on multilingual
model from the BERT repository3. Training of
the subword vocabulary was performed on the
Russian part of Wikipedia and news data. So, BERT
multilingual and RuBERT have the same size of
vocabulary, but the second one’s vocabulary was
built especially for Russian language. During
tests, for example, sentiment analysis of posts
from VK, RuBERT showed better results than
BERT multilingual, as well as logistic regression,
gradient boosting, and other machine learning
algorithms (Kuratov & Arkhipov, 2019).

RuBERT, along with other large BERT models,
demonstratesitshighefficiency.Atthesametime,
they are computationally expensive. So, there is
some kind of trade-off in this case — creation
of small models. It is admitted that “there are
many aspects to explore: the parametric form
of the compact model (architecture, number
of parameters, trade-off between number of
hidden layers and embedding size), the training
data (size, distribution, presence or absence of
labels, training objective) and etc.” (Turc et al.,
2019).

! BERT. Retrieved from: https:/github.com/google-research/
bert#pre-trained-models (Date of access: 10.12.2022).

2 DeepPavlov. Retrieved from: http:/docs.deeppavlov.ai/en/
master/features/models/bert.html (Date of access: 10.12.2022).
5 104 languages, 12-layer, 768-hidden, 12-heads, 110M
parameters.

In other words, small models are designed
for environments with limited computational
resources. These models could be fine-tuned in the
same way as the original BERT models. However,
they are most effective in the context of knowledge
distillation, where the fine-tuning labels are
created by a larger and more accurate teacher4.
It has been confirmed that distillation shows
good results for transferring knowledge from an
ensemble or from a large highly regularised model
to a smaller, distilled model (Hinton et al., 2019).

In this regard, RuBert-tiny (small variant
of RUBERT) was used as the primary model5.
Without any doubt, there is a certain compromise
between the computational cost, quality, and
speed of this model. Nevertheless, it was decided
to use this type of model to take the first steps in
studying regional inflation based on unstructured
data from VK groups.

We have adapted the approach proposed by
K. Shitkové. In our case, the batch size equal
to 32 was used. The initial BERT model has a
maximum length equal to 512. We experimented
with maximum sentence length for padding /
truncating to. It is known that the maximum
length does impact training and evaluation speed.
So, based on this hyperparameter, 4 variants of
models (64, 128, 256 and 512) were created.

2.2. Benchmark models

Based on literature analysis, logistic
regression, decision tree classifier, random forest
classifier and gradient boosting classifier were
chosen as benchmark models for comparison
with the mentioned above variants of BERT-
based model. To build the benchmark models,
ready-made algorithms are used from sklearn?7
library for Python. It should be noted that each
model has its own settings. Therefore, to tune the
hyperparameters of the benchmark models, we
use GridSearchCV from sklearn. This technique
also allows us to apply cross-validation method to
the data.

Logistic regression can be used to classify an
observation into one of two classes, or into one
of many classes (multinomial logistic regression).
In our case we have two classes, and this method
can be considered applicable. As a rule, logistic

4 BERT. Retrieved from: https://github.com/google-research/
bert#pre-trained-models (Date of access: 10.12.2022).

5 Rubert-tiny. Retrieved from: https:/huggingface.co/
cointegrated/rubert-tiny (Date of access: 09.08.2022).

© Bert for classification. Retrieved from: https:/github.com/
shitkov/bert4classification (Date of access: 09.09.2022).

7 Scikit-learn. Retrieved from: https://scikit-learn.org/ (Date of
access: 25.11.2022).

JKoHOMMKa peruoHa, T.20, Bbin. 3 (2024)



940 ®UHAHCbI PETUOHA

regression uses the so-called sigmoidal function.
Such function is useful because it can take any
value as an input (from negative infinity to
positive infinity), whereas the output is limited to
values from O to 1.

Logistic regression is one of the simplest and
most widely used methods in machine learning,
including text classification area. For example,
Shah et al. (2020) used different models based on
machine learning algorithms in order to build a
BBC news text classification. The authors made
the conclusion that logistic regression classifier
demonstrated the highest accuracy for the data
set. The second-best result was shown by the
random forest classifier.

Santosh Baboo and Amirthapriya (2022) also
came to the conclusion that logistic regression
outperformed other models (random forest,
stochastic gradient boosting). They used these
models for the Twitter posts classifications based
on the variety of emotions.

Decision tree algorithm is also one of the
widely used techniques in data mining systems
that creates classifiers. There are different types
of decision tree algorithms. The summary and
analysis of such algorithms are given in the
paper by Jijo and Abdulazeez (2021). Generally, a
decision tree classifier is a variant of supervised
machine learning algorithm that predicts a target
variable by learning simple decisions inferred
from the sample’s features. The decisions are all
split into binary decisions (either yes or no) until
a label is calculated'.

Random forests is an ensemble learning
algorithm for classification and other purposes. It
operates by constructing a multitude of decision
trees at training time. There is a special mechanism
of randomness to decrease the variance of the
forest estimator. It is found out that individual
decision trees typically exhibit high variance
and tend to overfit. Random forests achieve a
decrease in variance by combining different trees,
sometimes at the cost of a small increase in bias.
In practice, the decrease in variance is often
significant, which leads to an overall improvement
in the model*®. Some papers show that the
use of improved random forest classifiers can
demonstrate better result than other algorithms,

1 Decision Tree Classifier. Retrieved from: https:/

scikit-learn.org/stable/modules/generated/sklearn.tree.
DecisionTreeClassifier.html (Date of access: 27.11.2022).

2 Ensemble method. Retrieved from: https://scikit-learn.
org/stable/modules/ensemble.html#forest (Date of access:
27.11.2022).

5 Random Forests. Retrieved from: https://datagy.io/sklearn-
random-forests/ (Date of access: 27.11.2022).
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including SVM and logistic regression, in the case
of text classification (Jalal et al., 2022).

Gradient boosting is also one of the ensemble
machine learning methods. It iteratively learns
from each of the weak learners to build a strong
model. To be deeper, an algorithm minimises a loss
function by iteratively choosing a function that
points towards the negative gradient. Generally,
it can deal with regression, classification, and
ranking tasks*.

Another important point is the preparation
of data for benchmark models. These models
cannot directly process textual information
unlike BERT models. So, we need to provide text
data vectorisation in order to use it in the chosen
machine learning models. It is known that in a
large text corpus (as well as in our case), some
words appear with higher frequency, but do not
carry meaningful information. If we did not take
this issue into account, those very common terms
would shadow the frequencies of rarer yet more
informative terms. In order to re-weight the count
features into floating point values suitable for
usage by a classifier, we use special techniques.
One of the most common ways to solve this issue
is to use TfidfVectorizer®.

For instance, we see the application of this
method in such spheres of text classification
as: detecting spams and fake news (Ahmed
et al., 2017), Instagramé6 caption classification
(Ramadhani & Hadi, 2021) and many others.

The general logic is as follows: the simpler,
the better. In this case, if the BERT model beats
the benchmark models even using the raw data, it
can be interpreted as an additional signal for the
development of this direction. And vice versa if,
at the end, the BERT model, which is costly both
in terms of the required computing power and in
terms of time resources, will not be able to surpass
the benchmark models, then the question will
arise about its applicability and/or options for
finding additional ways to optimise it.

Main results

In this part of the paper, we will show the main
results, including the quality metrics of BERT-

4 Gradient Boosting Classifier. Retrieved from: https://
scikit-learn.org/stable/modules/generated/sklearn.ensemble.
GradientBoostingClassifier.html (Date of access: 27.11.2022).
5 TfidfVectorizer. Retrieved from: https:/scikit-learn.
org/stable/modules/generated/sklearn.feature_extraction.
text. TfidfVectorizer.html#sklearn.feature_extraction.text.
TfidfVectorizer (Date of access: 27.11.2022).

® This social network is owned by Meta Platforms Inc.
recognised as extremist in the territory of the Russian Federation
— editor’s note.
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based models and benchmark models. At the first
step we divided our data into 3 samples (train,
validation, and test) in this proportion:

— Train sample takes up 80 % of all data (5.1
million of observations);

— Validation and test samples are equal
and take up 20 % of all data (1.7 million of
observations).

It should be admitted that the validation
sample was obtained from the train sample and
amounted to 25 % of it.

Now let us deal with BERT model modifications.
Webuilt the 4 variants of models based on maximum
sentence length parameter (64, 128, 256 and 512).
All models had the same batch size equal to 32 and
were trained for 5 epochs. The approximate time to
train these models using the graphics processing
unit (GPU) is shown in Table 1.

In all models AdamW was used as the optimiser.
It has improved weight decay in comparison with
simple Adam. In this case weight decay can be
regarded as a form of regularisation to lower the
chance of overfitting. The learning rate was equal
to 2 - 107°(2e-5).

We visualised training and validation losses by
epochs (for all variations of the model). These loss
curves provide a better insight into how the learning
performance changes over the number of epochs.
Also, it can help diagnose possible problems with
learning that may lead to an underfit or an overfit
model. Based on the figure below we can conclude
that our models are quite close to a good fit because
we can observe decreasing curves’ types and also
there is a small gap between validation and training
losses. Further increase of epochs may lead to
overfitting of the models. These visualisations are
shown below (see Figure 6)

As it was shown earlier, we used 4 machine
learning algorithms (logistic regression, decision
tree classifier, random forest classifier, and
gradient boosting classifier) as the benchmark
models. The comparative analysis of these models

based on f1-score, precision and recall is shown in
Table 2.

It should be recalled that in the framework
of this study we solve the problem of binary text
classification. Firstly, we trained the models
on the training sample based on the VK posts.
Secondly, we used these models to determine
the nature of inflationary processes (acceleration
or deceleration of inflation) in different time
periods based on the test sample. So, we have
obtained metrics for the quality of these models.
This approach will further allow us to assess
inflation expectations (sentiment) based on the
information received from the social network in
real time or with a slight delay. As a result, the
received information can be used for nowcasting
inflation in general.

As we can see, the BERT-based models show
much better results even based on raw data without
any cleaning procedures in comparison with
classical machine learning models. Despite the
slight superiority of the BERT-inflation-512 model
compared to the BERT-inflation-256 model (based
on f1-score), in our opinion, the second model is
the most preferable, if we take into account the
time spent on training on the collected data.

We will use this model modification for
next steps connected with interpretability and
discussion part. At the same time, it should be
admitted that the best benchmark model is logistic
regression (see Table 2). It follows the logic of
mentioned papers in this field.

Discussion

As it was rightly noted, regardless of the
ultimate goal of someone’s solutions in the field of
data science, the final results are always preferable
to interpret and understand. Without doubt, it will
help to validate and improve these solutions 1. In

! Towards data science. Retrieved from: https:/

towardsdatascience.com/interpretability-in-machine-learning-

Table 1

Time to train models

# Model modifications Time to train (rounded)
1 BERT-inflation-64 19 hours

2 BERT-inflation-128 28 hours

3 BERT-inflation-256 54 hours

4 BERT-inflation-512 165 hours

Source: prepared by the authors
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Table 2
Metrics by the models
# Models Recall Precision F1-score*
1 | BERT-inflation-512 0.7027 0.7268 0.7050
2 | BERT-inflation-256" 0.7007 0.7218 0.7030
3 | BERT-inflation-128 0.6960 0.7144 0.6982
4 | BERT-inflation-64 0.6816 0.7025 0.6831
Logistic Regression
5 (C=1.0, max iter=1000) 0.5516 0.5878 0.5198
Gradient Boosting Classifier
6 |(learning rate=0.05, 0.5349 0.6343 0.4564
n_estimators=200)
Decision Tree Classifier
7 (max_depth =10) 0.5308 0.6162 0.4519
Random Forest Classifier
8 (max_depth =10) 0.5273 0.6719 0.4297

Source: prepared by the authors

other words, the problem of the so-called “black
box” stays true. There are many aspects related to
the issue of interpretability of the model, including
trust, causality, transferability, informativeness,
ethical issues, and others (Lipton, 2016).

Nevertheless, realising the importance of this
issue, we have taken several steps in this direction.
We used SHAP (SHapley Additive exPlanations)
in order to achieve this goal. As it is stated in the
official documentation of this method, “it is a
game theoretic approach to explain the output of
any machine learning model. It connects optimal
credit allocation with local explanations using the
classic Shapley values from game theory and their
related extension”!.

One of the advantages of such methods is
the ability to visualise the results. SHAP is not
the only method for model’s interpretability (for
instance, LIME and other). But there is a number
of advances that have been made in this matter
(Kokalj et al., 2021; Subies et al., 2021).

In our case, we have created a special function
that could make visualisation of the interpretation
of posts from VK, or other texts based on our pre-
trained model. Just to remind, in our analysis
the BERT-inflation-256 was approved as the best
model.

Since we dealt with Russian-based posts from
VK and used the special Russian-based BERT
model (RuBert-tiny), we can provide the example
of such visualisation only in Russian language (see
Figure 7). However, in our opinion, this point is not
the key one, since the main idea is to determine

70¢30694a05f (Date of access: 27.03.2023).
1 SHAP. Retrieved from: https://shap.readthedocs.io/en/latest/
index.html (Date of access: 08.02.2023).

the pro-inflationary (red) and/or disinflationary
(blue) nature of the words contained in the posts.
Regardless of the language used, the demonstrated
results are illustrative examples of interpreting
models using SHAP.

At the very beginning it was noticed that
the majority of papers in this field use a list of
words predetermined by experts in order to value
inflation expectations based on unstructured data
from social networks or search engines. In this
case, there is a probability that we can miss some
meaningful keywords.

As shown in the example, the model quite
clearly caught some of the marker words associated
with price changes and inflation in general
without any predetermination. For example, it
admitted such words as “increased”, “inflationary”
and others. The colours of words (red and blue)
and their intensity say about pro-inflationary
and disinflationary types of them. The applied
method pays great attention to the context of use
of different words. This fully fits into the general
economic logic.

At the same time, certain difficulties with
tokenisation of a number of words are visible,
which may be a further step to improve the
described approach. So, this study allowed us to
identify further areas for the development of this
direction. Here we would like to highlight the
main ones:

— Use of other methods of marking up data,
for example, into three classes depending on the
level of monthly inflation (“0” — up to 4 % — low;
“1” —from4 % to 8 % — “medium”; “2” — over 8 %
- “high”);

— Improvement of the methods to text
tokenisation for the Russian based BERT model;
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more expensive in the Omsk region, but eggs continue to become cheaper. Of non-food products, prices have increased for roller
skates and children’s bicycles, while school bags have already risen in price. At the same time, in the service sector, travel in the
compartment of a fast train and economy class flights have fallen in price. Omsk statisticians spoke about the inflationary situation
in the consumer market of goods and services. An increase in the average price level by 0.4 % was recorded, which is significantly

-1.4 -1

lower than the April level of consumer inflation (+1.1 %).”

— Further adaptation of the approach for use at
the level of large regions (Siberia, Ural, and etc.),
as well as the country level as a whole;

— Development of work on the application of
approaches for the interpretative capabilities of
the obtained model results.

Conclusions

The main task of this paper was the
construction of an explanatory model for inflation
dynamics based on unstructured data from VK
on the example of the Omsk region. To be more
precise, we studied inflation expectations. This
goal was complex and to achieve it we performed
the following steps:

— We applied some empirical criteria in order
to determine the original Omsk group based on
prevailing users from the Omsk region. So, we
used only groups with more than 2 000 users and
in which the share of Omsk residents was at least
20 %. There were 1 161 such groups found.

— Then we gathered the corpus of unstructured
data consisting of different posts from these target
groups. The collected database consisted of 8.5
million records.

We used RuBERT-tiny (state-of-art model)
to build 4 variants of models depending on the

maximum length of sentences. Based on the f1-
score, as well as the time resources needed to train
models, BERT-inflation-256 was chosen as the best
model. This model demonstrated better results
than the benchmark models (logistic regression,
decision tree classifier, random forest classifier,
and gradient boosting classifier).

— We applied SHAP for an interpretation
of this model to define pro-inflationary and
disinflationary types of keywords in different
contexts.

In our opinion, this study makes a significant
contribution in the direction of inflation analysis
based on inflation expectations. We showed the
way we could interpret regional pro-inflationary
and disinflationary processes with the help
of the VK data. As was mentioned before, the
availability of timely and relevant information
in the macroeconomic sphere plays a crucial
role, especially while implementing monetary
policy within the inflation targeting regime.
This methodology allows us to analyse regional
inflation expectations with the help of information
received from the social network in real time or
with a slight delay. At the next step, such data can
be used for inflation nowcasting for both country
and regional levels.
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